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Abstract—This paper presents a Mixed-Integer Linear Pro- vy
gramming (MILP) formulation of Start-Up (SU) & Shut-Down
(SD) power trajectories of thermal units. Multiple SU power-
trajectories and costs are modeled according to how long the
unit has been offline. The proposed formulation significant Wt
reduces the computational burden in comparison with others
commonly found in the literature. This is because the formuation
is i) tighter, i.e. the relaxed solution is nearer to the optnal
integer solution; and ii) more compact, i.e. it needs fewer
constraints, variables and nonzero elements in the constimat
matrix. For illustration, the self-Unit Commitment proble m faced
by a thermal unit is employed. We provide computational resits

¢l

Start-Up in period [0, 1]. Continuous variable which
takes the value of 1 if the unit starts up in period
and 0 otherwise, see Fig. 1.

Shut-Down in period¢ [0,1]. Continuous variable
which takes the value of 1 if the unit shuts down in
periodt and O otherwise, see Fig. 1.

Start-Up typel in periodt [0, 1]. Continuous variable
which takes the value of 1 in the period where the
unit starts up for the start-up tygeand O otherwise.

comparing the proposed formulation with others found in the p pgrameters

literature.
o . ) EP
Index Terms—Mixed-integer linear programming, start-up & CLV
shut-down ramps, thermal units, unit commitment. ONL
CSD
NOMENCLATURE ClSU

The main definitions and notation used are presented fn
this section for quick reference. Upper-case letters aesl usP
for denoting parameters and sets; and lower-case letters fo¥?
variables and indexes.

Py
A. Definitions
syn

The following terminology is used in this paper to referencgl
the different unit operation states, see Fig. 1.

D
online the unit is synchronized with the system. 5513
offline the unit is not synchronized with the system. Dl
up the unit is producing above its minimum output.RU

During theup state, the unit output is controllable.
down the unit is producing below its minimum output, Whe%U
offline, garting up or shutting down. TSU
l

B. Indexes and Sets

l € L Start-up type, running from 1 (hottest) &, (coldest).
t € T Hourly periods, running from 1 té&vr hours.

Forecasted price of energy in period$/MWh].
Linear variable production cost [$/MWHh].

No-load cost [$/h].

Shut-down cost [$].

Start-up cost for the start-up tygd$).

Maximum power output [MW].

Minimum power output [MW].

Power output at the beginning of th#& interval of
the shut-down ramp process [MW], see Fig. 1.
Power output at the beginning of th& interval of
the start-up ramp process typgMW], see Fig. 1.
Power output at which the unit is synchronized for
start-up typel [MW], P = P", see Fig. 1.
Duration of the shut-down ramp process [h].
Duration of the start-up typeramp process [h].
Maximum ramp-down rate [MW/h].

Maximum ramp-up rate [MW/h].

Minimum down time [h].

Minimum up time [h].

Minimum number of periods that the unit must be
down for the start-up typé [h].

I. INTRODUCTION

HE actual operation of power generation units must

be considered in detail in order to rigorously model

C. Variables
ey Energy production during period[MWh].

their generation schedules. Moreover, with the introdurctf
competition, accurate modeling and solutions for Unit Com-

I Power output at the end of periadproduction above Mitment (UC) problems are even more necessary to achieve

the minimum output [MW].
Uy Commitment of the unit during periad{0, 1}. Binary

efficiency and feasibility in energy production [1].
Most of the literature about modeling constraints of thdrma

variable which is equal to 1 if the unit is up and 0 ifunits in UC problems deals with the unit operation above the
it is down, see Fig. 1. minimum output [2], [3]. Units are considered to start/emelit
production at the minimum output while the Start-Up (SU) and
Shut-Down (SD) ramps (or power trajectories) are ignored.
Some papers are aware of the importance of considering these
ramps in the UC optimization problem. However, they do
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sus.latorre@iit.upcomillas.es; andres.ramos@upcasnds).
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not include these ramps because the resulting model will peogramming (LP) relaxation provides a better approxiorati
considerably more complex, causing prohibitive solvimgets  of the value of the integer optimal solution. The time reqdir
[4]-[6]. In addition, due to the increasing penetration dfeav for providing optimality is often prohibitive because thepg
generation nowadays, thermal units are being shut down drmetween the integer optimal solution and its associated LP
started up more often [7]; therefore, a detailed modeling oflaxation is very large. Furthermore, a poor lower bound
the SU and SD processes in UC is required. provided by the LP relaxation will not be adequate to guide

The application of direct Mixed-Integer Linear Programthe search for good feasible solutions during the solving
ming (MILP) to solving UC is becoming increasingly populaphase (branch-and-cut) of standard MILP solvers [19]. MILP
due to improvements in MILP solvers. For example, PIM h&srmulations are frequently tightened by adding a huge num-
switched from Lagrangian Relaxation (LR) to MILP to solvéer of constraints and (sometimes) variables. However, the
the UC-based problems [8]. LR was the dominant optimizatioasulting expanded model must close the gap enough to be
technique for solving UC problems through problem decomworth the extra time taken to solve the LP relaxations during
position, mainly because LR does not present a high memahg solving phase [20]. In other words, usually, tightening
requirement as does MILP. However, this problem is beirapn MILP formulation comes at the expense of expanding
overcome due to the breakthrough of MILP solvers. Currentihe model which implies extra time consumption. Therefore,
combination of pure algorithmic speedup and the progresseating tight and compact MILP formulations is a nonttivia
in computing machinery has meant that solving MILPs hdask because the obvious formulations are commonly either
become around 100 million times faster over the last 20 yearasry weak or very large.
[9]. Furthermore, MILP provides significant advantagesrove Creating tight (or strong) MILP formulations has been
LR such as the fact that (i) there is a proven global optimalidely researched [21]. In the case of UC problems, there has
solution and (ii) MILP models are easier to modify, whictbeen work in a number of specific areas. In [22], a strong
enhances modeling capabilities and adaptability, amohgrotformulation of the minimum up/down time constraints is
things [1], [10], [11]. presented; in [23], a tighter linear approximation for ouzeid

The SU and SD ramps are explicitly modeled under thgeneration costs is proposed; and [24] presents a new class
LR approach in [12] and under the MILP framework in [13pf inequalities giving a tighter description of the feasibl
and [11]. In [12] and [13], only a single power trajectory foloperating schedules for generators.
the SU process is modeled, while [11] considers different SUThe main contribution of this paper is two-fold:
power trajectories depending on the unit's prior down time. 1) A tighter MILP formulation of SU & SD ramps for UC
Furthermore, [11] proposes a complete self-UC formulation  problems is proposed in order to reduce the computa-
which takes into account different constraints (e.g. power tional burden of analogous existent MILP formulations.
reserves and quadratic production costs) and is adaptéto t 2) This MILP formulation is also compact and hence

Greek market rules. overcoming the main disadvantage of previous models
References [13] and [11] made the important contributionin  [11], [13]. If a single power trajectory is modeled for the
proposing the first MILP formulations for single and mulépl SU & SD ramps, then there is neither a need to increase

SU & SD ramps, respectively. However, their main drawback  the number of constraints nor a necessity to increase
is the creation of large models which greatly increase the the number of variables in comparison to a formulation
complexity of UC problems, thereby making them unattractiv without the SU & SD ramps. Furthermore, when consid-
for practical implementation. These models are large due to ering different SU trajectories, the proposed formulation
the introduction of many constraints in order to deal with th requires the introduction of merely continuous variables
power trajectories above and below the minimum output of  compared to [11].
generating units. Apart from this, [11] needs many binamdditionally, this formulation of SU & SD ramps is suitable
variables to model the different SU power trajectories. for any UC problem, whether under centralized or competitiv
The use of MILP-based UC formulations has increasahvironments, and further model expansion will not reqtiee
significantly over the last 50 years [14]. As computationd@htroduction of numerous terms in the constraints in order t
and algorithmic power increases, so does the complexity &foid conflicts between the up and down states, unlike [13]
the MILP formulations, with the addition of features sucland [11].
as ramping constraints, minimum up and down times andIn order to illustrate the effectiveness of the proposed
exponential SU costs [2]. The computational burden of Ufdrmulation, the self-UC for a price-taker thermal generat
problems needs to be further reduced, by improving the MILPB used. The objective of a thermal generator, in the self-UC
formulations, so that even more advanced and computalyonas to maximize the profits from selling energy in the day-ahea
demanding problems can be implemented, such as stochastarket, while satisfying all the technical constraints.
formulations [15], contingency-constrained models [1#&}d The remainder of this paper is organized as follows: Sec-
generation expansion planning [17]. tion Il presents the formulation of the SU and SD constradimts
Improving an MILP formulation allows a faster search fodetail. Section Il provides and discusses results froneisdv
optimality by tightening (removing inefficient solutionsofn) case studies, where the impact of neglecting the SU and SD
the original feasible region. Tightening requires stroogdr ramps is shown and a comparison of the proposed formulation
bounds for minimization problems [18]. This means formuwith those in [13] and [11] is made. Finally, some relevant
lating the problem in such a way that the associated linezonclusions are drawn in Section IV.
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Fig. 2: Start-up costs as a function of the unit's previous/midime
Fig. 1: Operation states of a thermal unit, including SU & Snps

2) Start-Up Type:Different SU types are modeled depend-
Il. PROPOSEDAPPROACH ing on how long the unit has been down. The SU type

This section presents the mathematical formulation of the selected if the unit has been previously down within the
SU & SD power trajectories. With the purpose of illustratinterval [7;°Y, T;5Y), see Fig. 2. Each SU type has a different
ing how this formulation works, the objective function iSSU power trajectory associated to it, where the colder the SU
formulated for the case of a price taker self-UC problentype, the longer the SU power trajectory duration (see examp
This section is divided into two parts: Section II-A detailshown in Fig. 3 in Section IlI-A). As in the case of [26] and
the mathematical formulation and Section 11-B shows how tHj&1], new variables are introduced to select the SU type:
online and offline unit states can be obtained (see Fig. & aft rsU_

. . . +17
the optimization problem has been solved.

Hourly time intervals are considered, but it should be notésdvl < Z Wi—s
that the formulation can be easily adapted to handle shorter =177
time periods. For the sake of simplicity, reserve constsaine where the right side of (1) is equal to 1 if the unit has been
not considered; however, they can be easily introduceden tHown within the interva(7,°Y, T;5Y) before hout. Therefore,
model. The interested reader is referred to [5], [11], [25]. §,; can only be activateds(; < 1) if the unit has previously

been down within this interval.
A. Mathematical Formulation Note that (1) is not defined for the first hours. Appendix A

The different operation states of a thermal unit are prestandeta"?how thg .ﬂrSt SU type&:l are obtained depending on
he initial conditions of the unit.

in Fig. 1. The up and down states are distinguished from the : . : .

. . ; : . The following constraint ensures that just one SU type is
online and offline states. During the up period, the unit has tselected when the unit starts up:
flexibility to follow any trajectory being bounded betweédret '
maximum and minimum output and by the ramping-rate limitgz
On the other hand, the power output when the unit is starting _ 9. = vt vt (2)
up or shutting down follows a predefined power trajectory=!

Unlike the SD ramp, the SU ramp trajectory depends on theEquation (1) constrains all SU types except the coldest one
unit's previous down time. d¢, N, - However, constraints (1) and (2) ensdrey, = 1 when

1) Up/Down vs. Online/Offline State®y considering the the unit starts upyg = 1), and has been down for at Ieéﬂg
commitment variable:; as up/down rather than offline/onlinehours. This is because (1) mak&s = 0 for all [ # Ny and
states, the generation output above and befbean be man- then (2) forcesi; ;, = 1. In the event that more than one
aged independently. This characteristic makes the proboSJ type variable can be activatedi ( < 1) then (2) together
formulation (i) compact, unlike [13] and [11], where mostvith the objective function ensure that the hottest, whigh i
of the constraints involving, contain summations of binarythe cheapest, possible option is always selected. Therefor
variables in order to avoid conflicts between the power autpjust one of the variables is activated (equal to one). That
above and belowP; and (ii) tight where, by considering theis, these variables take binary values even though they are
generation outputp¢) above P, the feasible region fop, is modeled as continuous variables. This is due to the convex
betweenP and P, which is tighter than the region that is(monotonically increasing) characteristic of the expdizn
usually considered, betweénand P. SU costs of thermal units [2], see Fig. 2.

The down times are a function of the offline times (see Constraint (1) is made even more compact by taking into ac-
Fig. 1). For example, the number of periods that the unit musbunt the minimum down time constraint (see Section 11-A3).
be down to activate the SU tyge 7;°V, is equal to the SU The hottest SUW; ; must be activated when the unit has been
& SD ramp durations§U;” and SDP) plus the offline time down within the interval[0,75V). However, the minimum
required to activate the SU type Similarly, the down time down time constraint (4) ensures that the unit cannot be
TD is expressed as a function of the minimum offline timdown for less tharil’D hours. Therefore, the hottest SU is
(see Section 1I-A3). only possible within the interva[7'D,T5V). By defining

vt € [T;35, Nr .1 € [1,Nr) (1)
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TPV = TD, see Fig. 2, constraint (1) together with thestraightforward.
minimum down time constraint (4) ensure that the hottest SU

SDP
4,1 can be activated only when the unit has been down less, _ n Pt+Pi-1 i Z PiquFPiSDw »
than 73U hours. tee 2 — 2 ot
3) Minimum Up/Down TimesConstraints (3) and (4) en- D
. : . . Ni SUZ psu | pSU
sure the minimum up and down times respectively [22]. This n Z Z Lit1 40 5 vt (8)
formulation has been compared with others and has shown a 2 (t=i+SUP+1).1

better performance [22], [24] =1 =1
P ' . The terms of the summations in (8) include the energy

t .
produced during the SU & SD procedures.
_ Z Vi S U vt € [TU, Nz (3) Equation (8), together with (1) and (2), make a tight
l:t_tTU“ description of the SU & SD ramps in the energy output
variablee;. This could be observed from the fact that on the
<1 =
i:t;DiUl sl-w vt € [TD, Nt} (4) one hand, when the unit is starting up & 1), (1) and (2) will

. ) . ) ) choose the correct SU typé, (), and then the associated SU
The minimum down timel'D in (4) is equal to (i) the SD gnergy trajectory is immediately fixed in (8), while on theet
ramp duration D7), plus (i) the hottest SU ramp durationhand, when the unit is not starting up. & 0) then (2) forces
(SUP), plus (iii) the minimum time that the unit must be;| su types to be zera(; = 0) and thus the SU energy in (8)
offline. Therefore, (4) is needed to avoid overlapping betwe g immediately fixed to zero. Similarly, the SD decisian,)
the SU & SD ramps. Appendix A describes how the initialj| fix the SD energy trajectory in (8). Besides, the tightae
conditions force the unit to remain up/down during the firg the formulation is experimentally checked in Section Il
hours. where the integrality gap of the proposed formulation isdow
4) Commitment, Start-Up & Shut-DownThe following than those in [13] and [11].
constraint can be found in models published approximatelyngte that when just a single SU power trajectory is modeled,
fifty years ago [14]. there is no need to introduce variablés. Therefore, con-
vt (5) straints (1) and (2) are not needed and the scheduled energy
in (8) must be modified to be directly affected by the SU
Onceu, is defined as a binary variable, (5) forcesandw; variablev, instead ofd, ;.
to take binary values. 8) Objective Function:The goal of a price-taker producer
5) Capacity Limits: The generation level in UC problemsin a self-UC is to maximize his profit during the planning
is usually expressed as hourly energy blocks; however,sit hgeriod, which is the difference between the revenue and the
been demonstrated that taking a generation level scheduledal operating cost (9). For the sake of simplicity, a linea
an energy delivery schedule may not be realizable [27],.[2§]roduction cost is used in this paper.
Therefore, a clear difference between power and energy is N
made and all technical constraints are then imposed over the max Z |:EPtet _ (CNLut +CWe,
power output variable. The power generation output of the un —
above its minimum output is modeled as:

N
_ SU’ SD’
0<p < (P—B) (Ut—wt+1) Vvt (6) +;Cl 01 +C wt):| 9)

Ut — Ut—1 = Vg — Wt

Constraint (6) ensures that the total power output is equal
to P (p; = 0) at the beginning and at the end of a COI’]tiI’IUOL{

up period. On the other hand, the SU (SD) trajectory en e commitment during the up statg. In order to consider

(begins), during the down period, & level, thereby making ) ; : v’ SD’
the connection with the up period that starts (ends) at trﬁhe no-load cost during the SU & SD periodg;"” andC

level, see Fig. 1 Pe introduced in (9) and defined as:

6) Operating Ramp ConstraintsAs mentioned in Sec- ¢V = ¢V + cNLSUP vl (9a)
tion 11-A1, the prop_osed formulation avqids the introdocnti oSD' _ ¢SD | oNLgpD (9b)
of many variables in most of the equations, unlike [13] and
[11]. This is the case for the ramping constraints that only
depend on the generation variables between two consecutbveFinal Power Schedule

hours: The complete energy profile, including SU & SD power
“RD<p,—p1 < RU Vi (7) trajectories, was presented in (8). Neverth'eless, 'the lenp
power output as well as the unit states online/offline have no
7) Energy Production:The total unit's energy production, yet been obtained. This information can be explicitly medel
including the energy produced during the SU & SD processes variables in the optimization problem, which will create
is presented in (8). Note that the energy is obtained farconsiderably larger formulation. However, these valuas c
hourly periods and piecewise-linear power trajectorie=e (she obtained after the optimization problem has been solved
Fig. 1). However, the conversion to shorter time periods wgithout changing the optimal results and then with negliyib

Note that the no-load cosC(' %) considered in (9) ignores
e SU & SD periods. This is because th&” only multiplies
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Table I: Thermal Unit Data

PioR A A 100
Technical Information Cost Coefficients \
P P |RUIRD|TUITD| SDP | cNE ctv  |¢sP g ) & g
MW] | (MW] [Mwih] | [ | I | (8] [[sMwh)iS] T 0 Ny e
(]
378.0 | 150.0 80 4 2 200 55 2Q € pmind £
- - 100 {25
Start-Up Ramping Information
SU Typel SU PU" [MW D [h 7Y [h ‘ ‘ ‘ ; ;
ype St T MWL ST T L[ % 5 0 15 20 25 30 35 40 45 48
01 16 50 1 4 J [Jenergy: from UC [ energy: after UC Power —&— Energy PriceL
02 28 50 2 6 s A A
03 36 50 3 8 Pmax [
04 40 50 4 11 R S S SR R R A5 § g
=
05 41 50 5 14 = 5
< 200k %V%
g Pmin 4 E
100 25
computational cost. Furthermore, this also contributethéo

. 0 : 0
compactness of the formulation. The total power output 6o s 1 B 20 25 30 3H 40 45 48

Periods [h]
i i ON .
and online/offline Stateyt are presented as follows: Fig. 3: Optimal generation scheduling for th&aditional and Improved

SDP 41 formulations in the up and bottom part of the figure respebtivThe darker
sD gray area shows the SU & SD energy that the unit will producerier to
P =pr (Ut + Ut+1) +pt + Z PP wi iy follow the optimal schedule that results from fheaditional formulation (this
=2 extra energy is added after solving thiditional problem)
N SUL Table II: Producer C d Profi
SU able II: Producer Costs and Profits
+ZZ P 6(t—i+SUf’+2),l vt (10)
=1 i=1 Costs ($) | Revenues ($ Profits (%)
N SUP spP Traditional | 576417 617252 40835
ON
U! ZUH—Z Z S(t—irsup1y0+ Z We—ip1 vt (11) Improved | 402201 461674 59473
=1 i—1 i—1 % of change -30.22 -25.20 45.64

Furthermore, analogously to the SU and SD decisions

and w; which represent the changes between the up aﬂd
down states, the turn-ovi®" and turn-off WOF'F decisions _ _ o _
representing the changes between the online and offlinesstat In order to illustrate how the unit operation is affectechiét

Scheduling and Economic Impact

are now obtained with SU & SD ramps are considered, the case study has been solved
N with and without the ramp trajectories. The formulationtwit
VON _ 5 Vi (12 SU & SD ramps is labeled dsnprovedand the formulation
K ; (t+sUP)d (12) considering just the exponential-SU & SD costs is labeled as
WOFF — w,_spo vt (13) Traditional

Unlike the Traditional formulation, considering the energy
produced during the SU & SD ramps makes theproved
I1l. TESTRESULTS formulation perceive revenues during these ramping pesses
To make a fair comparison between both formulations, the
The proposed formulation is tested for the self-UC of mherent energy produced during the SU & SD ramps is
price-taker producer. The technical and economic datah#®r tintroduced into thelraditional formulation after the problem
thermal unit, including five different SU ramps, are presdnt has been solved (see darker gray area in Fig. 3). That is,
in Table I, and the expected electricity prices for a 48-hoaven when theTraditional formulation ignores these ramps
time span are shown in Appendix B. These data are basedimmhe scheduling stage, they are inevitably present dutirg
information presented in [11]. The power outp@s? (P5P) operation stage. Subsequently, this energy can be added to
for the SU (SD) power trajectories are obtained as an houthe solution and this extra energy can also be sold. The total
linear change fronP*" (P) to P (0) for a duration ofSU”  revenues for theTraditional formulation are then obtained
(SDP) hours, see Fig. 1. With respect to initial conditions, they adding the revenues obtained from the UC solution to
unit has been up for 6 hours before the scheduling horizon athé revenues obtained from the energy produced during the
its initial power output is 200 MW. All tests in this paper ver SU & SD processes. These latter revenues are calculated by
carried out using CPLEX 12.3 under GAMS [29] on an Intahultiplying the electricity price by the energy producedidg
i7-2.4 GHz personal computer with 4 GB of RAM memorythe SU & SD ramps.
Problems are solved to optimality, more precisely to 1e-6 of Fig. 3 and Appendix B show the optimal power and energy
relative optimality tolerance. schedules for th&raditional andImprovedformulations. Note
This section is divided into two parts. The first part showthe different duration of the SU power trajectories for the
the impact of SU & SD ramps on the unit commitment. Themproved formulation in Fig. 3. SU durations of one, two
second part presents a comparison of the proposed foromlatnd three can be observed (starting at hours 16, 6 and 30
with those presented in [13] and [11]. respectively) as a consequence of the different unit's down
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(and thus offline) time durations. complete time span). The unit data are presented in Table I,
The optimal scheduling decision taken by theditional where the information for the single-ramp models (R1 and
formulation around hours 15-17 and 39-41 was to produce[48]) is the SU ramp type 02, the three-ramp models (R3 and
minimum outputP (P,..» in Fig. 3) even when electricity [11]) are the first three SU types, and the five-ramp model
prices were lower than the unit's linear variable produttio(R5) are the five SU types.
costCLV (CLV in Fig. 3). This is a very common behavior, 1) Assumptions for the Formulation$n order to compare
where producing at”? generates fewer losses than shuttingll the formulations, [13] and [11] were implemented using
down and starting up the unit within a short period. Othe same objective function and the same set of constraints
the other hand, when SU & SD ramps are considered, tae the formulation presented in Section Il. Therefore,ladl t
optimal scheduling decision is to turn off the unit duringnodels are characterizing the same problem; the difference
these hours. The reason is that the SU and SD costs between them is how the constraints are formulated. In other
offset by the revenues received from the energy producedrds, two models considering the same SU types (R3 and
during the SU & SD ramping processes. In short, unlikg1], or R1 and [13]) obtain the same optimal results, e.g.
the Improvedformulation, in theTraditional model, the SU commitments, generating outputs and profits.
and SD processes are perceived as pure losses. Therefore, tithe distinction between power and energy was made when
optimal decision of thélraditional UC formulation is to not implementing [13] and [11]. Additionally, as modeled here,
turn off the unit for short periods to avoid these losses.  the (usual) power variable is considered to be the powereat th
The main problem affecting thd@raditional formulation end of the period; and the energy is obtained by applying a
is that revenues during the SU and SD processes are pisicewise-linear power profile. [11] was implemented wita t
considered in the optimization problem. Therefore, there $ame minimum up/down constraints presented in Sectior8ll-A
a tendency to produce at least at minimum output, even whahthose are the constraints they also use. The synchrionizat
electricity prices are lower tha@™", and thus obtain sometime was set to zero in [11] as we believe this time does not
revenues that compensate for the losses. This drawbackéed to be explicitly modeled, thus making the formulation
overcome by considering the SU & SD power production isimpler. That is to say, the synchronization time can be
the formulation. considered as a part of the offline time and obtained after
Table Il shows the difference between costs, revenues dhé problem has been solved, without changing the optimal
profits for the solutions of both formulations. As mentionetesults (similar to the turn-on state presented in Sectidd).|
before, the total revenue for ti@aditional model is obtained Finally, the other constraints presented in [11], which @oe
by adding the revenues due to the ramping process ($ 14808ated to the SU & SD ramps, were not implemented (e.g.
to the revenues obtained from the optimal solution ($ 602452uadratic production costs and different power reserves).
For this illustrative case, the profits when considering $te Table Il presents the optimal solutions for all the models
& SD ramps are around 46% higher than when these ranfps different time spans. As expected, the optimal solufimm
are not taken into account. models R1 and [13] are the same, as well as the solution for
models R3 and [11]. Interestingly, model R5, which consider
five ramp types, also presents the same solution as R3 and
[11]. This is because, in R5, ramp types 04 and 05 were
The proposed formulation is compared with those availabfever activated for this example case because the unit was
in [13] and [11]. Reference [13] proposes a formulation taldenot down for long enough. As in the case of the difference
with a single SU and SD ramp trajectory whereas [11] dedietween R1 and R3 (see Table Ill), if the five different
with different SU trajectories depending on the unit's prioramps had been activated in R5, this would have decreased
down time. The different SU types, their associated costls athe operational costs in comparison with R3 because more
power-trajectories are inherent characteristics of tladumits flexibility is possible (more SU ramp types).
and these data are provided by the manufacturer. However2) Problem Size:Table Il shows the dimension of all the
in order to compare the different formulations, the proplosenodels for the different case studies. Models R1 and [13§hav
formulation is implemented considering one, three and fithe same number of variables, but [13] presents three times a
different SU ramp types, and these models are labeled as Rihny binary variables as R1. This is because [13] defines the
R3 and R5 respectively. The single ramp type model R1 c&WU & SD variables as binary; however, they can be considered
be directly compared with the single-ramp formulation praas continuous variables (see Section 11-A4). The formaitaitn
posed in [13]. The model presented in [11] was implement§ti3] also requires more than twice the quantity of constgain
considering three SU ramp types, and hence it can be direclyd nonzero elements than the proposed formulation R1.
compared with R3. Model R5 is presented in order to observeAs shown in Table Ill, [11] presents about 16 times more
the extra computational burden which results from congider binary variables than the proposed formulation R3. Mod&s R
extra SU ramp trajectories. and R5 have more real variables than [11]. However, the total
In order to assess the impact of the problem size on thember of variables in R3 and R5 is smaller than the number
computational performance of the models, several caséestudf binary variables in [11]. R3 and R5 also present less than
of different sizes were solved. The price profile of one dayalf the number of constraints than [11]. Furthermore, [11]
(see Appendix B) has been replicated over different timaspgoresents up to 4.3 and 3 times more nonzero elements than R3
from 4 to 256 days (each case is solved in one step for thrd R5 respectively. Similarly to [13], [11] needs theseaaxt

B. Comparing Different Formulations
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Table Ill: Comparison of Different Formulations
Problem Size

Case # of Constraints # of Real Variables # of Binary Variable Nonzero elements
(tofdays) R1. (3| R’ (| Rrs|| R (3] R3S (1] RY RI [13) R3&Rs Qi R1  [13] | R3  [u1] | R
4 668, 1444 o044 2395 1118 34 102 G57 B82 H24 |96 |288 |, 96 [I540 313115 74576 1505D 6352

16 2684 5764 3824 9595 45§09 1936 768 2673 1534 P16 384 |1152 ! 3mws|| 12638 3026f 18688 75808 26512
64 [10748 2304 15344 383b5 18393 6144 3072 10737 142 IB78s6 15608 1536 2458) 50651 121475 75136 314880 107152
256 | 43004 92164 61424 153505 73(#;9 24576 12288 42993 2457868%144 18432 6144 98308 202715 485B07 300928 1291168 2p971

Computational Performance
Case Optimal Solution ($) Integrality Gap (%) # of Nodes CPE (s)
(# of days| R1&[13]| R3Rs&11]] R1 [13] R3' [11] Rs]| RI [13] R3 QLIRS || R1 3 | R3  [11] | RS
4 1202505 118899.H 15.61 29.06 16,18 2756 1397 |, O | 64 | 14 |453L| D.047, 0.234 0125 1264 0.109
16 486382.5 4754594 14.7|6 28.71 16!53 29.78 1648 ' 0 |550 [473 4604 0.156| 3.494 1.54[5 6.474 2.013
64 |1950010.5 1901699p 14.56 2862 16,62 30.33 1§60 |, 0 4968 808| 488 00998 16255 7.956 37.9p8 8.465
256 | 7809022.5 7606658 14.$o 28,60 16{.64 30.47 1R.63 ' 0 4887[490 494 10.40$ 84.599 48.41;2 268.665 53.[181

variables and nonzero elements to deal with the different Sl 10 : ;

ramp types and to avoid conflicts between the up and dow TR
states. 107 e s, Y

Note that model R5 is slightly larger than R3, with respect tcs o b
the number of variables and constraints, because R5 cossideg 107 ‘I, 1
two more ramp types than R3. This also shows that th¢¢ bt
compact formulation does not increase considerably whe® * i 3 1
considering more SU types. é - $---- 3

3) Computational PerformanceApart from the compact- 8 !
ness of the proposed MILP formulation, the tightness ha: | s ! ]
a significant impact on the computational performance, a 'T
mentioned in the Introduction. In fact, a compact formalati |« ‘ ‘ ‘ L

100 150 200 250 300

usually presents a weak LP relaxation that can dramati ° CPUTime [

KAﬁILyPIZZ§a§§ ﬂial\éltljl;ep dr?/vsi?l’llu'{tlf(’l)g T:]Teegr;nf/ té%rgn[zi? O_:c_halé?r.nﬁ:lagg:;/ergence evolution until low optimality tolecas for the different

integrality gap, for a maximization problem, is defined as

(Zrp=Zmrrp)/zy L p, WhereZp p is the optimal value of the

relaxed LP problem, and ;1. p is the best integer solution formulation in [13], which models a single ramp trajectonda

found after the MILP problem is solved. does not take into account exponential SU costs, is a larger
Table 11l shows the integrality gaps for the different formu Model (presents more constraints and nonzero elements) and

tions. Compared to [13], the proposed single-ramp fornarat also requires more time to solve the problem than R5, which

R1 has improved (reduced) the integrality gap between aansiders five different SU ramps and also exponential SU

and 49%. Similarly, with respect to [11], R3 improves th&OStSs.

integrality gap between 41% and 45%. Table Il also shows Finally, Fig. 4 shows the convergence evolution for the

the nodes explored during the branch-and-cut phase; tmesedifferent formulations to small optimality tolerances ftre

usually decreased with tighter formulations. Note that,dip  case study of 256 days. The proposed formulation converges

the different cases, CPLEX was able to solve R1 with the rgignificantly faster than [13] and [11]. This is mainly due to

quired optimality tolerance without needing to branchsame its tightness.

the nodes were pruned earlier by the initial heuristics and ¢

applied. Apart from the number of nodes, the performance IV. CONCLUSIONS

of an MILP formulation is dramatically affected by the use This paper presented an Mixed-Integer Linear Programming
of heuristics and cuts, and all of these are influenced by thILP) formulation of the Start-Up (SU) and Shut-Down
tightness of the formulation [19]. Therefore, we will onlySD) power trajectories of thermal units. This formulation
comment about CPU times which offer a more complete viel simultaneously tighter and more compact than equivalent
of the model's performance. formulations found in the literature. Consequently, theneo
The CPU times for the different case studies are presenfaatation time is dramatically reduced. The proposed MILP
in Table Ill, where R1 and R3 are up to 22.4 and 10.1 timdésrmulation was analyzed in the context of a price taker
faster than [13] and [11] respectively. This significantegpe self-unit commitment problem. However, its application to
up is due to the simultaneous tightness and compactnessany unit commitment problem is straightforward, either eind
the proposed formulation. It is interesting to note that theentralized or competitive environments. Several casgiestu
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