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Abstract—The  day-ahead  Unit-Commitment (UC)-based CNF
Market-Clearing (MC) is widely acknowledged to be the most C%
economically efficient mechanism for scheduling resourcesn %U
power systems. In conventional UC problems, power schedide C?ft
are used to represent the staircase energy schedule. Howeve
the realizability of this schedule cannot be guaranteed dueo Df
the violation of ramping limits, and hence conventional UC Dy
formulations do not manage the flexibility of generating unts g .
efficiently. fg

This paper provides a UC-based MC formulation, drawing 9

a clear distinction between power and energy. Demand and Bg
generation are modelled as hourly piecewise-linear funadins PgiD
representing their instantaneous power trajectories. Theschedule

of generating unit output is no longer a staircase functionbut  pSU
a smoother function that respects all ramp constraints. The = 9
formulation represents in detail the operating reserves (oline SDr
and offline), their time deployment limits (e.g., 15 min), tkeir Q
potential substitution, and their limits according to the actual QgUT

ramp schedule. Startup and shutdown power trajectories are R';
also modelled, and thus a more efficient energy and reserves ppr
schedule is obtained. The model is formulated as a mixed-iager

g
programming (MIP) problem, and was tested with a 10-unit RU%
and 100-unit system in which its computational performancevas SD]%
compared with a traditional UC formulation. SUgs
S
Index Terms—Mixed-integer programming, operating reserves, T
startup and shutdown ramps, UC-based market-clearing.
TD,
TU,

NOMENCLATURE
Upper-case letters are used for denoting parameters ad set
Lower-case letters denote variables and indexes.

€gt
A. Indexes and Sets

g € G Generating units, running from 1 6.
s e S, Startup segments, running from 1 (the hottestpfo pg:
(the coldest).
t €T  Hourly periods, running from 1 t@ hours. Dyt
k € K Index for reserve type2+ and2— for secondary up
and down3+ and3— for tertiary up and down3N+  rg;
and3N— for offline tertiary up and down. Ugy
7 eI Index for time interval:15’ for fifteen minutes30’
for thirty minutes, andp for one hour.
Ugt
B. Parameters v
cyY Linear variable production cost bid [$/MWh]. o
wgt
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No-load cost bid [$/h].

Shutdown cost bid [$].

Startup cost bid for starting up at segmens].
Cost bid for reserve type [$/MW].

Instantaneous demand at the end of ho[MW].
System requirements for reserve typgMW].
Energy capacity bid [MWh].

Maximum power output [MW].

Minimum power output [MW].

Power output at the beginning of th& interval of
the shutdown ramp process [MW], see Fi.
Power output at the beginning of th& interval of
the startup ramp process typdMW], see Fig.2.
Quick shutdown capability for € {30’, op} [MW].
Quick startup capability for-€ {30", op} [MW].
Capacity bid for reserve type [MW].

Ramp-down capability for intervat [MW/min].
Ramp-up capability for intervat [MW/min].
Duration of the shutdown process [h], see Hg.
Duration of the startup process typéh], see Fig.2.
Time defining the interval limits of the startup seg-
ments, [T, 755, ) [h.

Minimum down time [h].

Minimum up time [h].

C. Decision Variables

Energy schedule for hour, excluding energy pro-
duction during the startup and shutdown processes
[MWh].

Power output schedule at the end of heuproduc-
tion above the minimum output [MW].

Total power output schedule at the end of haour
including startup and shutdown trajectories [MW].
Reserve type: schedule [MW].

Binary variable which is equal to 1 if the unit
is providing up/down offline tertiary reserve: (€
{3N+,3N—-}) and 0 otherwise.

Binary variable which is equal to 1 if the unit is
producing above?, and O otherwise, see Fig.

Binary variable Wh|ch takes the value of 1 if the unit
starts up and 0 otherwise, see Fi.

Binary variable which takes the value of 1 if the unit
shuts down and O otherwise, see Rg.

Startup types. Binary variable which takes the value
of 1 if the unit starts up and has been previously

down within [TV, T5Y, ) hours.
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I. INTRODUCTION in traditional UC modelsq], [3], [5], [11]. As a result, energy
A. Motivation schedules may not be feasiblE?]. To illustrate this problem,

AY-AHEAD Market-Clearing (MC) is the central mech-ConSIder the following scheduling example for one genegati

unit. This example assumes that the minimum and maximum

anism in electricity markets, despite the large Va“et?eneration outputs of the unit are 100 MW and 300 MW,

in market designs across the world. Unit Commitment (UC Eﬁ:%pectively, and that the maximum ramp rate is 100 MW/h.

MRS shown in Fig.1la if the unit ramps up at its maximum
Cé\pability and has been producing 100 MW during the first
our, then the expected hourly energy levels for the second
%d third hours will be 200 MWh and 300 MWh, respectively.
?mwever, the unit cannot reach its maximum output before the
end of the third hour due to its limited ramp rate, as shown in
Fig. 1b. Consequently, the solution obtained in Filgis not
Seasible. In fact, the unit requires a ramping capability?200

; : .. .MW/h I h in Fay.
Current day-ahead scheduling practices do not exploit thﬂe /h 1o be able to pr_oduce the energy presentgd in Fag .
— Note that representing the generation in a staircase fashio
real flexibility of power systems and could even endanger

. . . energy blocks) may lead to misleading estimations of a
security of supply. This problem is faced by markets that a Jstem's ramp availability. This in turn could leave theteys

(physically) cleared on an hourly basis as well as on a sub.

: unprepared to face real-time uncertainties. For example, i

hourly one. An inherent problem of hourly-cleared marksts | o .
. he unit in the previous example were actually scheduled to
that they make an (staircase) hourly energy balance betwe(?gduce the ener rofile presented in Fld then, since
supply and demand rather than matching the instantanegus gy p P ’

generating power profiles with the power demand profile. ne f|r_sf[ energy increase 1s 50 MW (half of th_e units ramp
these kind of markets, generators are penalized if theyattevicapab'“ty)’ the L.m.'t would be erroneou_sly_ considered taeha
' ?O MW of remaining upward ramp flexibility.

from their hourly energy schedule. Therefore, units omeral . S
by trying to match their power profile with the staircase en- Although it has been proven that delivering the energy

ergy blocks. This staircase behaviour creates large gt raschedule obtained from these energy-block formulationg ma
gradients at the beginning and at the end of every trading hOTJOt be feasible12], insufficient attention has been paid to this

causing large frequency deviations during these time vatsr iSsue. Formulations drawing a clear d|st|nct|on. betweemepo_
[6], [7]. As a consequence, even in the absence of uncertairﬁrﬁd energy have been proposed, guaranteeing that staircase

based MC, in which energy and operating reserves are si
taneously cleared, is widely, if not universally, acknodged
to be the most economically efficient way to run day-ahe
markets 1], [2]. The UC problem schedules the cheape
resources to supply the demand, while operating the syst
and units within secure technical limitd][ [3]. Moreover,

simultaneous clearing avoids uneconomical out-of-mexére

ation and mitigates potential market power when hieraathi
substitution of reserves is consider&, [4], [5].

power system security is being compromised and a significae ergy schedules can be reahz&cB]{-[;S]. In [13] a smooth_
: . . anhnear programming problem which does not take into
account discrete decisions is proposed (e.g. commitmeng).

time to maintain the supply-demand balance. A report frOWgrk in [14] presents a formulation with feasible energy deliv
The E N k of T issi : > i
e European Network of Transmission System Operatorry constraints, which is further extended 5[, where a sub-

for Electricity (Entso-e) §] summarizes the operational an . .
economic impacts of this phenomenon on the power syst r%urly UC is formulated. These formulations are focused on

and generating units. easible energy schedules rather than on matching gengrati

Although sub-hour or real-time markets allow the mitiglaltioand demand power profiles. In fact, these formulations suppl
h%urly energy demand with power profiles that vary from stair

of these problems, an inadequate day-ahead schedule m N i . .
leave real-time markets unprepared to face real-time unc ?ge 15 to oscillating power trajectorieslfi, which are far

tainties. In fact, some power systems have experienced-sh rom matching the instantaneous power demand forecass. Thi

. . - indiscriminate use of ramping resources from the schedulin
term scarcity events caused by resources with sufficienepow ping g

capacity but insufficient ramp capabiligg][ In response, stage does not permit the effective management of the system

independent system operators (ISOs) are developing markrﬁ{np capabilities to face real-time uncertainties. In aoj

based ramping products that will be acquired in day-ahe%u]e2 fo;rtnu:atlonsddsohn(t)(; modgl oper_;_atmg [esz;\(/)es. tional
markets in order to increase real-time dispatch flexibifi}; ) Startup an utdown Fower frajectorniésonventiona
[10]. day-ahead UC models assume that units start/end their produ

In order to better prepare the power system to face real-tirﬂ%n. at. their miniggm ogtpﬁt. ;’hat iségc models .ignort.-:‘éthe
uncertainties, day-ahead scheduling approaches arerelseiqu'im”nSIC startup (SU) and shutdown (SD) power trajecton

to efficiently manage power system flexibility by adequatelhermal unit;. Consgquently, there is an increasing amqimt
utilizing ramping resources. nergy that is not being allocated by day-ahead scheduting a

proaches because, first, units provide energy (and ramjpglur
. ) the SU and SD processes, affecting the total load balande; an
B. Literature Review second, thermal units are being shut down and started up more
1) Inefficient Ramp Management —Energy vs. Power:often due to the increasing penetration of variable geioerat
Conventional day-ahead UC formulations fail to deal withl7]. As a result, there is an inefficient deployment in real
ramp capabilities appropriately. Inefficient ramp manageim time of resources that are required to accommodate the power
arises from applying ramp-constraints to energy levels trajectories that were ignored in the day-ahead schedale, s
(hourly) averaged generation levels, which is standardtjpexn that the balance between supply and demand is maintained
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358’)[MW] Sgg) MW] [—Power L] Energy] with the total power generation profile, thus avoiding an
SOMW__/ indiscriminate use of ramping resources in the scheduling
200 200~ 100MW stage.
00 100 PO,/ Unlike previous works that have modelleql reservﬁs 31,
[5], [11, [23], [24], the proposed formulation provides the
R e e iy actual ramp schedules,and thus defines the available ramp

capability that can be used to provide reserves. Although
the formulation is based on time periods of one hour, it
also guarantees that reserves can be deployed within the

[18]. Furthermore, as discussed ih9], ignoring these power time requirements (a few minutes) imposed by the religbilit
trajectories can significantly change commitment decisioruthorities (for each type of reserve).
which in turn increases operating costs. Recent papersatedi N addition, the formulation considers SU and SD power tra-
an awareness of the importance of the SU and SD procedégtories, thus avoiding power discontinuities in the stthieg
[201-[22]. However, SU and SD power trajectories continugtage which result in an inefficient deployment of resoumes
being ignored because the resulting model will supposediie real-time operation.
be considerably more complex, and thus lead to prohibitiveThe proposed formulation would help ISOs to draw up an
solving times. efficient day-ahead ramp resources schedule in order terbett
An adequate day-ahead schedule not only must take ifepare the system to face real-time uncertainties. For the
account these SU and SD power trajectories, but also m@ase of an hourly-cleared market (such as those in Europe),
optimally schedule them to avoid the aforementioned dravf- the proposed approach were followed, generating units
backs. would be penalized if they deviated within the hour from the
3) Reserve ModellingAnother drawback of conventionalScheduled power trajectory. As a result, in comparison thieh
UC-based MC formulations is related to the accuracy é&faircase approach, the aggregated generation would fiette
reserve modelling. Reserves must be scheduled on the b#igspower demand. This strategy would avoid large frequency
of their required time deployment (e.g. 15 min) and not #gviations at the hour limits and the unnecessary reserve
an hourly requirement, as has been commonly modellgd [use caused by the mismatch between supply and demand.
[5], [11]. The formulations presented ird][ [23 and [24] In addition, power systems with real-time markets would be
guarantee possible reserve deployments in a few minutBstter prepared to face real-time if their day-ahead sdesdu
although these models are on an hourly-basis. However, tHe{jowed piecewise power profiles rather than staircaseggne
do not consider the real reserve availability of a unit whichlocks. This is because, in comparison with the conventiona
depends on its actual ramp schedule. staircase scheduling approach, the scheduled power grofile
A correct modelling of ramp constraints, which must b#ould be a better approximation of the units’ real productio
applied to power trajectories, is then required to guaeatite and the optimal ramp scheduling would correctly estimage th
execution of the power schedules and correctly represent tRMp availability of power systems.
real availability of operating reserves at any moment withi This paper is focused on scheduling quantities, and the
the hour. problem of determining the prices that will allow generator
For further details of the drawbacks of conventional UGO recover their non-convex costs, is beyond the scope of

based scheduling approaches, the reader is referreifto [ this work. However, a pricing mechanism for a multi-part
bidding with different commodities2[7], such as startup and

_ ) shutdown costs, can be applied directly. It is important to
C. Ramp-Based Scheduling Approach: An Overview highlight that the proposed ramp-based approach presesss g
This paper proposes a day-ahead UC-based MC formulatidrallenges in terms of market design. Both the definition of a
in which the operating ramping of generators is optimallgroper pricing mechanism that copes with continuous power
scheduled to supply an instantaneous power demand forecpsifiles and the consideration of demand bids expressed as
In addition, the formulation guarantees that operatingmess continuous functions are some examples that require furthe
can be deployed in a given (required) time. The formulatgon iesearch. Nevertheless, the ideas presented in this paper h
represented as a mixed-integer programming (MIP) problepotential for broad applications, such as for reliabilitfCU
MIP is becoming widely used in the electricity sector due tavhich guarantee the feasibility of the scheduling obtaiafter
significant improvements on MIP solver2q. forward markets have been cleard), [[10]. Finally, for the
The proposed formulation draws a clear distinction betwesake of simplicity and without loss of generality, transsios
power and energy. Ramp constraints are thus applied @enstraints are not considered in this paper.
power trajectories rather than on energy blocks, which is a
common drawback of conventional UC formulatior$, [[ 3], I
[5], [11]. Power production and demand are modelled as :El)ri Contributions
hourly piecewise-linear function representing their amsan-  The principal contributions of this paper are as follows:
eous power trajectories. This overcomes the disadvantage$) A day-ahead UC-based MC formulation is proposed in
of power-based scheduling models3F-[15 by having the which the total power generation follows the instant-
clear objective of matching the instantaneous power demand aneous power profile of the demand forecast. This is

(a) Traditional Energy Schedule  (b) Actual Deployment
Fig. 1: Scheduling vs. Deployment
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achlevec_i by_ taking into ac_count piecewise-linear power- , —Power wp, u=1 down, 1,=0

trajectories instead of staircase energy-blocks, and alsol3 [ |Energy

schedulmg the SU and SD power trajectories of thermal < SUP » SD"»:

units. o
2) The actual reserve availability is accurately defined, p. PRy .

ey . - PSU i pSD
based on the units’ ramp schedules. The formulation psu 53y P2
takes into account different ramp-rate limits, and it PS{J% . P

guarantees that reserves can be deployed within their PRI Fonline — “aie offline »

different time requirements. Consequently, the reserves[h] 1 2134 5/ 6] 7/ 8 9/10/11 12 13 14 15/ 16

capabilities of a system are optimally scheduled, taking ':f 8 8 8 8 i (1) (1) (1) (1) 8 8 8 8 8 8 i
- - ;

a better advantage of units’ flexibility. w000 00T 0 0 0T 000000

3) The core of the proposed MIP formulation is built upon
the tight and compact formulations presented 119 [
and [28], thus taking advantage of their mathematical The formulation takes into account different ramp limits
properties. These formulations reinforce the convergenge model different reserve time deployments. These limits
speed by reducing the search space (tightness) anttignge depending on the duration of the ramping process, i.e
the same time by increasing the searching speed WiH{e shorter a sustained ramping process, the larger the ramp
which solvers explore that reduced space (compactnesghits without shortening the rotor life30]. For the sake of
That is, the formulations are simultaneously tight angimplicity and without loss of generality, ramp-rate limre
compact. If compared with a traditional UC formulationgonsidered to be constant during the unitjsstate; however,
with no SU an SD ramps and representing a singifie formulation can be further extended to deal with dynamic
reserve type, the proposed formulation involves a loygmps B1].
computational burden and solving times were even de-The first part of this section presents the general forndati
creased when a large study case was carried out.  The second part describes how to obtain the ramp-capability

and power-capacity constraints using the proposed rarapeba

scheduling approach. The following two parts are devoted to
modelling the reserve constraints for slow- and quicktstar

The remainder of this paper is organized as follows. Segnits, respectively. Finally, the last subsection listmedspe-
tion Il details the mathematical formulation of different opercific characteristics that make the formulation computsity
ating reserves (secondary, tertiary online and tertiafne) efficient.

and their links with the ramp schedules. Sectlinpresents

some numerical examples as well as a comparison withAa General Formulation

conventional UC. Finally, concluding remarks are made in |n order to obtain computational advantage, the generation

SectionlV. output above and bellow? is managed independentl2g].

This also facilitates the inclusion of SU and SD power tra-

jectories in the model19]. Therefore, thaup anddown states

are distinguished from thenline and offline states, as shown

This section details the mathematical formulation of thg Fig. 2. The unit is online when providing energy to the
proposed unit-commitment (UC)-based market-clearing agystem andbffline otherwise. During theup period, the unit
proach. This paper models secondary and tertiary reserygs the flexibility to follow any trajectory being limited by
using European standards as a benchm2ék [The up/down jts power-capacity and ramp-capability limits. Consedlyen
reserve provided by a generating unit is defined as the amoti¥ unit can only provide reserves when it ip. On the

of power that the unit can increase/decrease over its stdtedipther hand, the unit's power output follows a predefined gowe

power output within a time limit. Secondary up’{) and trajectory when it is starting up or shutting down. The SU

down (-7;) reserves are provided by online units that resporgbwer trajectory depends on the unit's previous down time,
to a continuous automatic generation control (AGC). Thenlike the SD process.

secondary reserve must be fully available within 15 min. 1) Objective Function: The objective of the MC is to

Tertiary reserve is composed of online ug;() and down procure energy and reserves at the minimum cost:

(r3) reserves, as well as offline up['*) and down ;' ")

reserves. The tertiary reserve is manually activated bysISO' min Z Z [Z Ok, + Z Cgss[iégst

and it is used to release the secondary reserve or preventits =2 /= L 7= oy

activation. After being called, the tertiary reserve muestidly

available within 30 min. Although the formulation follows + C5Pwg + ChFug + CiYege | (1)
these time deployments, the adaptation to US stand@ds [

is straightforward. For example, the 10-min spinning reser Note that the startup co§t§;§ includes the energy spent by two
can be modelled in the same way as the (15-min) seconddifferent actions: first, the energy required to bring therthal
reserves by simply modifying the parameters established imit online, which does not result in any MW generati8a]{

the time deployments. second, the cost of the energy that is provided to the system

Fig. 2: Unit operation states, including SU and SD powerttgries

E. Paper Organization

II. PROPOSEDAPPROACH



G. MORALES-ESPANAet al. AN MIP FORMULATION FOR JOINT MARKET-CLEARING OF ENERGY ANDRESERVES BASED ON RAMP SCHEDULING 5

during the SU process, i.e., the energy which is produceitl untith
the unit achieves its minimum outpuip state. Both the cost of TSU

g,s+17
bring the unit online and the duration of the SU ramp, depergd < _ v 1.5).¢telTSY. 71 (10
on how long the unit has been dowtd]. Similarly, theCSP " _,_XT;Uwg’tﬂ 9,5€[1, 59), t€[Tg011, T] (10)
includes the cost of the energy provided to the system durin e
the SD ramp process. dgst = Vgt Vg, t (11)

SES
2) Power System Requiremeni&he power system require- ’

ments for demand and reserves are presented as follows: where (0) allows that the startup segmesican be selected

(0gse < 1) if the unit has been previously down within

> bgr =Dy vt (2) [T5Y,T5Y,,) hours. Constraintll) forces the selection of
3 a unigue SU type if the unit actually starts up.
Zrﬁj > D+ vt (3) As discussed in19] and [28], the variables,,; take binary

values even if they are defined as continuous. This is dueeto th

= 9 9 tightness characteristic of the startup-cost formulatiNpte

Zryt > Dy vt (4) that (LO) is not defined for the first hours. Se¥9[ for details

9€9 of how the initial conditions definé,,; for these first hours.
SOlrah + i et = DI + D vt (5)  5) Total Power Output:Although all units’ technical con-
9€6 straints are applied to the output variablg, which is pro-

Z [r2 43y +7'2i\]7] > D3 + D> vt. (6) duction aboveP, the total power productiop,; is needed to
o= satisfy the power deman@)(

As presented in19], the total power output including the

The demand balance i)(is calculated at the end. of hour SU and SD power trajectories for slow-start units is obtdine
Note that the energy balance for the whole hour is automatic-,,

ally achieved by satisfying the power demand at the beg@nin

and end of each hour, and by considering a piecewise-linear ~ Ss SUq» SDy +1

power profile for demand and generation. ConstraiBjsagd Pyt = Z Pfsg5gs’(t_i+SUES+2)+ ZRQStig,(t—i-&-m

(4) represent the supply of up and down secondary reserves. s=1i=1 =2

The constraints satisfying the tertiary reserve requirgs)e (iii) SU trajectory (i) SD trajectory

5) and @), also consider the substitution of a higher quali

(5) and 6) gherquality b (ko) Vg, t. (12)

reserve for a lower quality reserv@][ [4], [22], [24]. In
other words, the secondary reserves can technically sutesti (i) Output when beingip

tcir;';ry reserves as long as this reduces the total promlerq:m a better understanding of this constraint, we can aealys
' how the power trajectory example in Fig.is obtained from

3) Commitment Logic and Minimum Up/Down Times: the three different parts inl@):

The relation between the commitment, startup and shutdowril) Output when the unit isip: Although the unit isup for
variables is presented iT); Constraints&) and @) ensure the five consecutive hours, there are six total power values,
minimum up and down times respectivel33]. from p, 4 t0 p, 9, greater than or equal &, (see the
squares in Fig2). Whent =4, the termuvg 41 in (i)
becomesy, 5 ensuring (the first)P, at the beginning

of the up period, and the term,, adds (the remaining
Z Ugi < Ugt Vgt € [TU,, T] (8) five) P, for t = 5...9. In addition,p,, adds the power

Ugt — Ug,t—1 = Vgt — Wyt ng t (7)
t

i:t’TtUg“ production above?,.
2) SD power trajectory: This process lasts for two hours,
Z wgi < 1 — gy Vg,t € [T'Dy, T1 (9) SDP = 2; then, the summation term (ii) becomes
i=t—TDg+1

PSDwg+PRw,, 1, which is equal taPSh for t=10

where the minimum up/down constraints ensure that a unit andpgsg for t =11, being zero otherwise. This provides
cannot start up and shut down simultaneously. Note t8at ( the SD power trajectory (see the circles in Fy.

and @) guarantee (dominate over) the inequalitigs < u,;  3) SU power trajectory: the SU power trajectory can be
and ug; < 1 — wy respectively which, combined, become obtained using a procedure similar to that used in 2)
vgt + wge < 1. In addition, given thatu, is defined as a (see the triangles in Fig). The possible SU trajectory
binary variable, T) forcesv,, andwg, to take binary values, is given by the chosen segment(see Sectiorll-A4),
even if they are defined as continuous. which depends on how long the unit has been down.

4) Selection of SU typeThe SU type and the SU and D, ©) Energy ScheduleThe energy produced by a unit dur-
power trajectories are obtained using the tight and compdd the up state, following an hourly piecewise-linear power
formulation proposed in1fg], which considerably reduces theProfile, is obtained with:
computational burden in comparison with analogous formula Dg,t—1 + Dgt

. . . . =P Vg,t. (13
tions commonly found in the literature. The SU type is sadct % 99" T 2 9.t (13)
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the scheduled power trajectorikB) plus the down secondary
reserve BF) cannot exceed the 15-min ramp capabilityp)(
As shown in Fig3, due to the hourly piecewise-linear power
profile, the ramp excursion of the power trajectory duringba 1
T’ min period is a quarter of that obtained during an hour.
" The reserve that is available within one hour depends
directly on the unit power trajectory during that hour. Fgr e

| | ] z ample, the up (down) secondary reserve availability irsesa
0 1 5mine————45min———— N Time, (decreases) if the scheduled power is ramping down. This is
A1 ' AT the case in Fig3, where the up secondary resentBj can

even be greater than the 15-min ramp rate limit.

2) Capacity limits: The reserve interval (grey areas in

This energy is used to represent the unit's production cqsy. 3) must not exceed the unit's capacity limits at the end of
during theup state in (). The energy produced during theine nour:

SU and SD processes is internalized in the SU and SD costs,

Fig. 3: Relation between secondary reserves, power teajeeind ramps

as discussed in SectidhAl. The total energy schedule carPgt + ai < (Pg — Py) (uge — wg i41) Vg,t (17)

easily be calculated usingj,; after the optimization problem Dyt — 7"3{ >0 Vg, t. (18)

is solved.

7) Operating ramps:The traditional ramp constraints for Constraint 17) also guarantees that the unit is at the

the unit operation are presented as follows: minimum outputP, at the instant when the SU (SD) power
trajectory finishes (starts), thus connecting the producti

—60RDgP < pgi — pg.e—1 < 60RUZ” vg,t (14) aboveP, with the SU (SD) power trajectory, as discussed in
Sectionll-A5. This can be observed in the example presented

B. Obtaining the Reserve Constraints in Fig. 2, where (7) makesp,; equal to zero at the end of

) o . . . hours 4 f,4 = 0) and 9 p, 9 = 0), which are the beginning
This subsection is made for illustrative purposes in order 4 end of theup state period respectively.

aid understanding of how the ramping and capacity consgrain
are derived. For the sake of simplicity only secondary neer the unit operates within its capacity limits during the wdol

are considered here.. The completg formulation 9'50 tak'ﬂgur. When the unit is ramping down (up), the unit can violate
into account the tertiary reserves is presented in Sectiops

[I-C and II-D for slow- and quick-start units respectively'g max!mum(mjnimum) poyverlimit at'minut.e 15, as indice}ted

In other words, the equationg)¢(14) together V\;ith 21)-(45) with pointE (F) in Fig. 3. This problem is avoided by ensuring
: ’ ; . A that pointE is below the maximum power limitl®) andF is

provide the complete formulation that is proposed in thisgpa above the minimuma0)

A formulation that only models secondary reserve, ignoring ’

online and offline tertiary reserves, is described (014 1pg + 3py 1+ 1) <P, —P, Yg,t (19)

together with 15)-(20). — =

It is important to note thatl(7) and (L8) do not ensure that

1) Ramping Limits: The up (down) secondary reserve- L i
provided by a generating unit is the amount of power that 5 E .
the unit can increase (decrease) over its scheduled powlst + 1Pgt—1— 7 =0 Vg,t. (20)
output within 15 minutes. Therefore, as observed in Bg. B \B’;

the segmenEB (BF) defines the up (down) secondary reserve;
which is the power above (below) the scheduled power output ) )
level B. The following constraints ensure that the unit has the In short, secondary reserves can be provided at any time

reserves: areas in Fig3) does not exceed the ramp-capability and power-

capacity limits at the end of the hour and at minute 15.

L (pgt — pga—1)+ 12 < 15RU,™ Vgt (15)
——
BA EB
EA C. Secondary and Tertiary Reserves for Slow-Start Units
1 2— 15’
—7 (Pgt = Pgt—1)+ 1y < 15RD Vg,t. (16) : .
M \gf/ g The complete formulation for secondary and tertiary re-
AB BE serves is presented in this subsection. The formulatiom-gua
AF antees a simultaneous or independent (either secondary or

As shown in Fig.3, when the unit is ramping up, thetertiary) reserve deployment. All equations are derivedain
15-min ramp excursion resulting from the scheduled powé&imilar fashion to the constraints presented in Seclic.
trajectory BA) and the down up secondary reserE®) cannot 1) Ramping Limits: The simultaneous deployment of sec-
exceed the 15-min ramp capability5). Similarly, when the ondary and tertiary reserves cannot exceed the unit ramping
unit is ramping down, the 15-min ramp excursion due timits. The following constraints ensure that the unit @ies
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- 2) Capacity Limits: The following constraints ensure that

A Power trajectories: 7 2 . . o . L
e ¢ with no reserves P O the reserve intervals remain within the power capacity tBmi
EE : gigzﬁigg e T i?* at the end of the hour:
= S G Sl _
' Dyt —|—7“gt —1-1“3+ < (P -P )(ugt—wg,t+1) Vg,t (25)
I T Pyt — T — Z’?ZO Vg,t (26)
2+ Sl S e —
I A As discussed in Sectiolt-B, these capacity limits at the end
LZTVL, _ Vo(peper) of the hour 25)-(26) do not guarantee that the unit operates
A(pr-px 1) within its capacity limits during the whole hour. Note in F&§
P Hsmm*wmnw;goguj;,mmk that either the poin® or the pointE may exceed the maximum

a1 A [h] power limit when the unit is ramping down. Therefor@yX
and @8) are needed to keep the poir@sand E below the

Fig. 4: Relation between upward reserves, power trajecory ramps . .
maximum power limit:

within its 30-min ramp limits iDgt + $Pg—1 + 7gt + T3+ <P,-P, Vg, t (27)
— =~ v
Ipgt—pga—rtril < 30RUE Vg.t (21) J oM MJ
N >
JI MJ )
Ipge + 3pgui + r2f + 13 <P P, Vg.t. (28)
—Lpgt+ipgi—1+rl; < 30RDIO Vgt (22) B EH  HB
E

and the operation within the unit's 15-min ramp limits are

ensured with Analogously, 29) and @0) ensure that the unit is always

producing above its minimum:

1 2+ 15’
1 + +rof < 15RU, Vg, t (23 _ _
P Pat1 gty Tl S S b+ bpgas i = 20 V9.t (29)

BA HB  EH Ipge + 3pgi1 — 2 — _7«3— >0 Yg,t. (30)

EA
Finally, apart from keeping the units’ energy and reserve
< 15’ . el o )

~4Part 1Pa-1 57y +rg < 15RD, ¥9:t- (%) ithin their technical limits, the formulation must alsonzo

As shown in Fig.4, the 30-min ramp excursion due to thedtrain energy and reserves by the bidding limits:
scheduled power trajectorylj plus the up tertiary reserve <rf, < RY, Vk, g, t (31)
(MJ) cannot exceed the 30-min ramp rate lim21). Simil- <e. <E v ¢ (32)
arly, the 15-min ramp excursion due to the scheduled power—e-"t = ot "9
trajectory BA), plus the possible 15-min ramp excursion dughere the energy bids,; should be greater than or equal to
to up tertiary reserveHB), plus the up secondary resenkH) P, so that the unit can be committed.
cannot exceed the 15-min ramp rate lin3). Analogously In conclusion, constraintslg) and @1)-(32) guarantee that
to these constraints, down reserve limi&2)(and @4), can be the unit can provide simultaneously (or independentlypaee
easily obtained. ary and tertiary reserves at any time within the hour without

Note that if all ramp limits are the saml/or = RU3Y — violating its technical and bidding limits (ramp capalyiland

RUY" and RDSP = RD3” = RD!?, then the 15-min ramp POWer capacity).

constraints 23)-(24) dominate over the 30-mir2()-(22) and

one-hour 14) constraints. Consequently, although1)-(22) D. Secondary and Tertiary Reserves for Quick-Start Units
and (14) would not be necessary, these constraints takeynjike the slow-start units, the quick-start units can ramp
advantage of the different units’ ramp limits. To illus&at yp (down) from 0 (more tha® ,) to more thanP, (0) within
how this formulation works with different ramping limits,one hour. This makes them technically capable of providing
RU,”>RU}">RUg*, we can analyse the upwards reservgfiine tertiary reserves. Similarly tal®), which includes the
deployment for the following example. Consider that upit SU and SD trajectories for slow-start unit83) presents the
presents a zero ramping excursion during a given fiptiven  total power output for quick-start units.

Pgt —Pg,t—1=0 and thus 1.4) is automatlcally satisfied. Con-

straint @3) now ensuresr3; +r2 <15RUL, then we have Pgt =Pgugt + pgt Vg, t. (33)

the two extreme feasible 50|Ut'0”§t = 15RU157 ret =0 1) Up and Down Offline Tertiary Reserve®ue to the
and ry = 0,r%" = 30RUJ®. The former solution does notminimum power outputP,, the offline up reserve that is
violate the ramp limits, but the latter implies that the un&ty scheduled must be above, and below the 30-min quick-
operate 30 minutes at 15-min ramp rate which clearly vislatgU power capability of the unlt as presented 34)( Models
the 30-min ramp limit. Therefore2() is necessary to ensurecommonly found in the literature fail to capture this tecahi
that deployingr?;” does not violate the unit's 30-min rampcharacteristic £,) when modelling offline (or non-spinning)

limit SORU_jO reserves. Slmllarly, the offline down reserve must be beatwee
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P, and the 30-min quick-SD capability, as is shown 85)( [34], [35]. The full exploitation of these two characteristics
We consider the tertiary offline down reserve as the dowras meant a breakthrough in off-the-shelf MIP solvers (igto
reserve that involves the shut down of the unit. cutting planes and root presolvedq, [37].
The core of the proposed MIP formulation is built upon the
) tight and compact formulations presented €][ and [28§],
Pl <rdr < Q3P0 uly Vg,t (35) and thus takes advantage of these mathematical properties.
Constraint 86) ensures that the unit can provide offline u%:&oul:gtfi\odnezntl)r;g the mathematical prqpertles of the sl o
yond the scope of this paper, some specific

reserves if the unit is down but not shutting down, aBd) ( - . . .
. : aspects are worth mentioning to aid the understanding of its
ensures that the unit must be up but not starting up to provi . . i
computational efficiency:

the offline down reserve. i ) ) o

oN 1) The number of binary variables is a very poor indicator
Upy T+ ugr + wg <1 Vg.t (36) of the difficulty of an MIP model 34, [35. Increasing
BN= g + vt <0 Vg,t (37) the number of binary variables, as in the case of the

o . ] . . proposed formulation, is actually used as a tightening
Although two binary variables are needed to deal with offline  girategy 85). See L9 and 28§ for further details. In

3N 3 SU30’, 3N
Pug, T < rgj <@y Uy + Yg,t (34)

u

tertiary reserves, one of them is always fixeddy. If ug; = addition, the variables,;, w,; andd,; can be defined

0, then @7) implies u,, ~ =0, and whenu,; =1, then @6) as continuous because the formulation (tightness of the

makeSuﬁ\”:O. model) forces them to take binary values. Therefore,
2) Capacity Limits:To provide the offline down reserve for declaring these variables as binary does not increase

a given hour, the unit must be operating below the 30-min SD  the combinatorial complexity and allow MIP solvers

capability during that hour. This is ensured by the uppeitlim to use powerful strategies that exploit their integrality

constraints of the unit at the beginning of the had®)( at the characteristic 28], [35], [36].

end @9): 2) The only binary variable that is actually needed for

24, 34 (B _ _(— _ SD?,O/) IN— slow—sta_rt units_ iSuge. ON the_other ha}nd, the quick-
Por gl 7ol < (Po—Py) ug—(Py=Qq Yg.t+1 start units require two extra binary varlableﬁ\”r and
_(Pg_QSU)Ugt_(Pg_QgD)wg,H—l Vg,t (38) ugf‘. However, one of them is always fixed hy,:
243+ B _p _(ﬁ B SD30/> 3N (see SeqtlomI—Dl). In the wc_)rst case, they only add the
Pot T Tt TTgf g~ L 9=y Ug.t complexity of one-single binary variable. In any case,
Yg,t (39) and fortunately, quick-start units are usually a minority
in the power system mixes.

and at minute 3040) and 15 ¢1): 3) The modelling of variable SU costs with,, and (L0)-

%pgﬁ%pg’tilﬂ.zjﬂﬂg;r Spg_ﬁg_(pg_Qgs]Drao’)uthf (1) mak(_a a formul_ation _significantly more tight and
compact in comparison with common SU-cost models
Vg,t (40) (e.g., [11]), as reported in2g. Apart from taking this
%pgth%pg’tilJrr;jJr%Tg;r Sﬁg—ﬂg—(ﬁg—QﬁDBO,)ugf_ pompgtational advantage, this paper fully 'explo'its j[he
inclusion ofd,; to model the SU power trajectories in
Vg,t (41) (12) [19].

Finally, the total power output must be greater than the4) Includingrg, together with the equations in SectitiiC
summation of all downward reserves. This is guaranteed in  (Sectionll-D) further constrains the operation of slow

the lower limit constraints of the unit at the beginning o th (quick)-start units. This means that the formulation is
hour 42), at the end 43): actually being further tightened. A similar conclusion
. . N N was drawn in 88], where including ramping constraints
Pai—1—Tg11—To1—1—(Tge  —Pgug, )>0 Vg,t (42) actually improved the MIP formulation.
pgt_rst—_rit—_(Tgf—_gguitN—) >0 Vg,t (43) 5) Finally, the variables?gt andeg,; are used in this Wo_rk
_ _ for the sake of clarity. However, they are not strictly
and at minutes 304¢) and 15 49): needed, as the former could be directly includeddh (
Lpgit dpg i =12 =1 — (P3N = P uN ") >0 and the latter inX). Their values can be obtained after
solving the problem, without changing the results.
Yg,t (44)
1 3 2— 1,3— 3N— 3N—
Lot 3Pge1 gt —37gt —(rap —Lgugr )20 1. N UMERICAL RESULTS
Vg,t (45)

The following case studies were conducted to illustrate
. o the proposed market-clearing formulation, given Wy-(14)
E. Computational Efficiency together with 21)-(45). The power system data was based on
The computational performance of an MIP formulatiothat in [11]. This power system was adapted to consider SU
depends mainly on its tightness (distance between relaxat SD power trajectories. Tablepresents the technical and
and integer solutions) and compactness (quantity of datagoonomic data of the thermal units, including different SU
process), as stated in the literature of integer programmiramps. Units 8 to 10 are quick-start units with hourly SU and
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Table I: Generator Data

Technical Data Cost Coefficients| StartUp Ramping Infororati
Unit | P P TU/TD RU/RD po IiState SDP || N ¢V |lsuP 17V ¢V |suP 159 ¢35V |sud 15V osY
(MW] (MW]  [h]  [MW/min] [MW] [h]  [h]  [ii$/h] [$/Mwh] |j[h] (h]  [$] [ h] (bl [$] | [h] [h]  [$]
1 | 455 150 8 375 455 8 3 1000  16.19 3 8 3000 5 11 7900 6 14 9000
2 | 455 150 8 3.75 245 8 3 970 17.26 3 8 4000 5 11 8do0 7 14 10000
3 | 130 20 5 0.83 0 5 2 700 16.60 2 5 30 3 7 800 5 10 11p0
4 | 130 20 5 0.83 0 5 2 680 16.50 2 5 56 3 7950 5 10 11p0
5 | 162 25 6 1.00 0 -6 2 450 19.70 2 6 60 3 8 1400 5 11 1800
6 80 20 3 1.00 0 3 1 370 22.26 1 3 17 3 8 34p — —
7 85 25 3 1.00 0 -3 1 480 27.74 1 3 26 3 6 50 — —
g~ | 55 10 1 2.25 0 1 — 660 25.92 — 1 /| — 2 60 — — @—
o« | 55 10 1 2.25 0 1 — 665 27.27 — 1 /| — 2 60 — — @—
10 | 55 10 1 2.25 0 -1 — 670 27.79 — 1 30 — 2 600 — — —
*This is a quick-start unit
SD capabilities of 55 MW, and 50 MW for the 30-min SU and
SD capabilities. For slow-start units, the power out[:zlig%}iT _A whPower [MW]

(PgSiD) for the SU (SD) power trajectories are obtained as an

hourly linear change from 0H,) to P, (0) for a duration

of SU,) (SDP) hours. The energy costs due to SU and SD

processes are added to the SU and SD costs shown in [Tab|&s =
All tests were carried out using CPLEX 12.4 under GAM

5SMW

[39 on an Intel-i7 2.4 GHz with 4 GB of RAM memory.4ﬁ)“1\zw;1§-;g5'—,r 30—y
1 1

Problems were solved until they hit a CPU time limit of 1000
seconds or until they reached optimality (more precisely to
10~ of relative optimality tolerance). Apart from this, CPLEX
default values were used for all the experiments.

30’
20MW 2o BV _
‘ ‘ 1 o g I J T
o [E159E15He—30—— 1 OOMV\;
3 4Time [n] 18 ! ! 19Time [h]
(a) Unit 2 hour 4 (b) Unit 5 hour 19

Fig. 5: Examples of units power and upwards reserve schedule

This section is divided into three parts. The first part Hlus We will now examine some cases in which the available
trates how the formulation deals with the reserves. Therskcaeserve of units were bound by the capacity and rampingdimit

part compares the difference in commitment schedules legtwe
the proposed formulation and the conventional energykbloc 1)
scheduling. The last part compares the computational per-
formance of the proposed formulation with a UC formulation
commonly found in the literaturelfl].

A. Ramp and Reserve Schedules

For this case study, the previously described power system
must meet the power demand D1, shown in Tabeat the
end of each hour. The up/down secondary and tertiary reserve
requirements of 2.5% and 5% of the power demand have to be
met for each hour. The 15- and 30-minute ramp capabilities
of the units are assumed to be equal to 150% and 100%
of their operation ramp rates respectively. For simpljcite 2)
assume that all units offer secondary, tertiary and offline-
tertiary reserves at 20%, 10% and 40% of their energy variabl
cost C_,T;V, respectively. Each unit is considered to have the
same bids for upward and downward reserves. The maximum
reserve offered by each unit is set to the maximum available
reserve.

Fig. 6 shows the generation and reserve schedules for each
generation unit. Note the piecewise-linear profiles of powe
schedules which follow the instantaneous demand forecast
profile. Reserves are scheduled as constant power aviylabil
for each hour. Note in Figh (bottom section) that all the sched-
uled offline tertiary reserves are above the units’ minimum
output (10 MW for quick-start units 7 to 10). As mentioned In

Reserves bound by capacity limitaterestingly, unit 2

is scheduled to ramp down in hour 4 while the demand
is increasing during that hour, as shown in Fig.
Unit 2 reduces its production during hour 4 in order
to provide upward reserves to the system. Bgshows

the power production and upward-reserve schedules for
unit 2 during hour 4. In the event that unit 2 provides
all the upward scheduled reserves, the resulting power
trajectory (see the uppermost solid line in F&). will
ramp up and achieve the maximum unit capacity output
(455 MW) after 30 minutes. Note that the capacity limit
is only reached if the unit starts providing all the upward
reserves at the beginning of the hour.

Reserves bound by ramping limitSig. 5b shows the
power production and upward-reserve schedules for unit
5 during hour 19. The unit is scheduled to ramp up at
0.75 MW/min during normal operation. The unit 30-min
ramping limit RU3% is 1 MW/min, which means that
the unit has an extra ramp capability of 0.25 MW/min,
which results in 7.5 MW in the reserve that the unit
can provide within 30 minutes®*. In addition, the unit
has a 15-min ramping limiRU*>" of 1.5 MW/min. This
means that for 15-min reserve deploymetit, the unit
has an available ramp capability of 0.5 MW/min, which
results in a power reserve capacity of 7.5 MW that can
be provided in 15 minutes.

conclusion, as discussed in Sectibn even though the

in Sectionll-D, the units providing offline tertiary reservesformulation is on an hourly basis, it guarantees that that th

cannot be called to produce below their minimum output. unit

(capacity and ramping) limits are not violated withiret
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Table II: Power and Energy Demand Profiles (MW) energy schedule is straightforwarﬁg,(/Q + ﬁg,t—l/Q)- Note

Hourj 1 | 2 | 3| 4| 5| 6] 7] 8| 9| 10| 11 12 that in Tablelll, ConvIEnSchprovides the same optimal
D1™| 750 850 950] 100p 1100 1150 1200 1300 1400 1450 1500 [1400 ; .
D2*| 725 | 875| 925 1025 1075 1175 11j75 1325 1B75 1475 1475 {1425 schedullng SO|Utan fo1 and D2 because they prese_nt the
DPT[ 725 800] 900 979 1050 1145 115 1450 150 1425 {475 las0 Same energy profile. On the other haRdypRmpSciprovides
Rourl 131 141 151 161 171 18] 19 20 21 22 22 x different optimal scheduling foi»1 and D2, although both
D17[1300| 1204 105 1000 11¢0 12p0 1400 1Boo 1100 Poo [800 |700 scheduling solutions satisfy the same total energy demand.
D2 |1475| 1424 127% 1225 1025 10p5 1Q75 1225 1375 1325 [1075 | 925 One power profile has a unique energy profile and hence
DFT{1350[ 1250 1125 1025 1050 1150 1300 1850 1j200 000 (850 |750 . . . . . e

satisfying a power profile automatically satisfies the eperg

* Power [MW] at the end of the hour T Total Energy [MWh] for the hour

1500 ‘ ‘ ‘ ‘ : profile. However, one energy profile has infinite possible gow
N — profiles [L2], [14], [16]; therefore, even thougkonvlEnSch
-ﬂ:ﬁ could provide a given energy profile, it cannot guaranteé tha
' \ {00 units all possible resulting power profiles can be supplidd].
unite Moreover,ConvlEnSclsuffer from the following shortcomings

I unit8 in comparison with PropRmpSch due to the inability of

I unit9 . . .

I unit10 ConvlEnSclto perceive a given power profile:

Demand 1) Ramp Scarcity The power demand)2 is ramping at

0 5 10 15 20 100 MW/h during hour 4 (see Tablé) and the optimal

e i schedule ofonvIEnSchonly provides 60 MW/h of ramp
capability. Note that in Tabldl only three units are up
during hour four, where units 1 and 2 are producing
at their maximum capacity. Consequently, unit 5 is the
only unit that can ramp up and its ramping capability is
1 MW/min (see Tabld).

2) Capacity ScarcityThe demand peak db1 is 1500MW
and occurs at the end of hour 11. Note tBanvIEnSch
scheduled seven units for this hour having a total pro-
duction capacity of 1497 MW. This is in contrast to

501 1 PropRmpSchwhich committed seven units at hour 11

0 5 10 15 20 to satisfy the peak demand @ifl.
Time [f] 3) Infeasible Energy DeliveryThere are many hours where

Fig. 6: Generation and reserves schedules. For the reselmeelides, positive units cannot comply with their scheduled energy profile

and negative values refer to up and down reserves resggctive provided by ConviIEnSch For example, unit 5 must

hour when providing reserves with shorter deployment times ~ Produce at its minimum output (25 MW) during the
whole hour 3 to deliver its scheduled 25 MWh. If the
_ _ unit ramps up at its maximum capability (60 MW/h),
B. Copvennonal VS. Rar‘r_]p—Based Scheduling Approaches: inen the production at the end of hour 4 will be 85 MW,
Commitment and Economic Impact providing a maximum of 55 MWh for hour 4, and thus
To illustrate the difference in schedules between the con- failing to deliver its scheduled energy level of 65 MWh.
ventional and the proposed scheduling approaches, thestfowe  Similarly, unit 6 must produce 80 MW at the end of
production cost is obtained for two different demand prefile hour 12 to provide its schedule energy for that hour. If
assuming full knowledge of system conditions. That is, it is  the unit ramps down at its maximum capability, it can
assumed that the power demand profile is known perfectly provide a minimum of 50 MWh for hour 13, thus failing
and that no uncertain events will happen. Therefore, there to deliver its scheduled energy level of 20 MWh.
should be no need for operating reserves and hence they Bable V shows the comparison of the optimal scheduling
not considered (i.eDf,ry, = 0Vx). Although this situation costs whereConviEnSclpresents the highest scheduling costs.
is hypothetical, it helps to evaluatey and compare the two This can be explained as follows: Although b&lopRmpSch
scheduling approaches. and ConvlEnSchconsider the cost of the intrinsic energy
The proposed ramp-based scheduling formulation, labellpcbduced during the SU and SD processesnviIEnSchdoes

as PropRmpSchand the conventional staircase energy amwot include this energy in the scheduling stage. As a con-

proach, labelled aSonvIEnSchare used to optimally schedulesequenceConvlIEnSchcannot accommodate the SU and SD

the 10-unit system, in Tablg to supply the power demandpower trajectories, which contribute to satisfying the deuh
profiles D1 and D2 presented in Tabldl. Note that D1 (energy and ramp). This also causes an inefficient deploymen
and D2 present the same energy profil®X in Table Il) of resources in real time to accommodate these trajectibrigs

but different ramp requirements. Talkk shows the optimal were ignored in the scheduling stadis], [19].

energy schedules found ropRmpScrand ConvIEnSchto In short, the conventional energy scheduling approach does

supply D1 and D2. While TradEnSchdirectly provides the not guarantee that enough resources will be available isfat

energy schedulefropRmpSctprovides the piecewise-linearan expected power profile. Furthermof@onvlIEnSchcannot
power schedules (see Tablé), and obtaining the resulting even guarantee a feasible energy delivery of its resulting

1000

500

Generation [MW]

Secondary

Reserve [MW] Reserve [MW] Reserve [MW]

Offline Tertiary Online Tertiary
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Table 1I: Optimal Energy Schedules

. Hour

unit —7 [ 2] 83 [ 4] 5] 6] 7] 8] 9f[ 10 11] 1 1§ 14 15 1p 1 18 Jo Po P1 22 23 oz

1 | 455 | 455| 455| 455 453 459 455 45p 455 4B5 455 455 455 [455 [455 [ 455 | 455 455| 455) 4549 455 459  45p
D 2 [266.67 327.5 405.93 4375 430 421167 417.5 43p.33 455 |455 |4Em | 455| 435 362 285 3045 335 410 4b5 4225 435 241.25 1176.25
=3 ~ |333| 10 |16.67 45| 95| 12§ 130 13p 130 130 180 1B0 130 130 [30 [130 |130 |125 | 95 | 15 5 .
B4 | 333| 10 |16.67] 45| 95| 125] 13¢ 130 130 130 180 1B0 130 130 [30 [130 |130 |130 | 130 | 130| 130| 130| 11256
5 5 4.17| 125 (2083 25| 25| 373 80| 136 162 142 162 1p6 100 475 |25 B2.5 |70 |1305[1825| 55 |18.75| 6.25
26 333 |10 |[16.67 | 44| 74| 80| 50| 10 . . . | 10 [ 50 | 625 32§ 10
al s . | 279 51.% 24

9 . . . . . . . . 19| 35§ 165 . . . . ; . . . . . ; .
| 1 | 455 | 455] 455] 455 455 459 455 45p 455 4B5 455 455 W55 [455 [455 [ 455 | 455 455] 455] 455 455 454 45
2 2 |266.67 327.5 405.93 437|5 430 425 4125 4175 K55 [455 |455 |4&&:5|446.3 370 289 310 370 430 455 3B5 256.25 1/3.75 [L50
& 3 . |333| 10 [16.67] 45| 95| 12§ 130 13p 130 130 1B0 1B0 130 130 30 [130 [130 [130 |[130| 130 | 105| 55
£ 4 |333| 10 | 1667 45| 95| 125 130 13§ 130 130 1B0 130 130 730 [30 [130 |130 |[130 | 130| 130| 130| 110] 90
x5 4.17| 125 (20.83 25| 25| 45| 95| 142[5 16l 142 162 1B2 785 WO [25 (25 |55 [115 [115 | @B75| 6.25
2l's 3.33| 10 [16.67 50| 80| 74| 44| 10 . . . [ 10| 40| 65| 45| 10

7 . . . . . _ | 4.47| 125 |20.83 44| 63| 44|125[ . . } . . . . . . . .
NT 1 [ 455 | 455] 455 455 45§ 459 485 455 4b5 455 455 A55 455 [455 [455 [455 [ 455] 455 455 455 455 459 45
B 2 | 270 | 320 420 455 45% 455 440 43p 455 455 455 455 455 [455 (385 [ 285 | 386 | 455| 455 380 260 150 15
g 3 20| 70 | 120 130| 13¢ 13p 130 130 130 1BO 430 430 [30 [130 (130 [13D | 1130 | 90 40
34 . . . 20 | 70 | 120 130 130 13p 130 130 180 1BO 1430 130 [I30 |130 |130 |13 | 1130 | 130| 80
S 25 | 25 | 65| 1000 75| 40 100 16D 162 162 1p2 135 BO P25 [25 [25 |50 [110 [145 | 8% | 225 25
=G 20 | 68| 80| 80| 20 . . . . 1 20 3 20
a7 25| 63| 38| 25

Highlighted cells indicate that the unit is either starting or shutting down

Table IV: Optimal Power Schedules

. Hour

UM T 1 [ 2 [ 3] 4] 5] 6] 7] 8] 9] 10 11 17 13 1§ 15 1p 17 18 19 p0o pi_ 2 [23 |24
[ 1 [455] 455 ] 455] 45§ 455 45p 45p  45p 4b5 45 455 J55 55 [455 [455 [ 455 | 455] 455] 455 459 455 45b 455 4b5
O[ 2 | 245|288.33 366.67 445 430 440 413|33 42].67 455 W55 |455 |455 | 455 | 415| 310] 260 345 366 455 445 390 2B0 202.5 [150
s[3 | 6671333 20 | 70| 120| 130| 139 130 13D 130 130 1B0 130 430 {30 [L30 [130 |120 | 70 | 40 | . | .
a2 6.67 | 13.33| 20 [ 70 | 120] 130| 130] 130 13p 140 130 1B0 130 130 130 [30 |130 |130 | 130 | 130| 130| 130 95
5 5 8.33 |16.67 25 [ 25 | 25 | 50 | 110] 164 160 16p 162 130 {0 25 5 W0 100 [60 |145 |85 |125
s[5 6.67 [13.33|20 [e68| 80| 80| 20| . [ . 1 12080 45| 20
ss [ 55| 48

9| . . ) ) . ) ) ) ) 1 38| 33| .| .| .1 . . 1 . . ) ) 1.
N[ 1 [455] 455 455] 45 453 455 455 45p 4b5 4b5 455 §55 55 |455 [455 [ 455 | 455] 455 455 459 453 45b 455 45
| 2 [ 270(26333 30167 420 455 405 445 380 455 455 W55 455 |455 |438 | @B5| 285 335 409 455 455 315 19].5 150 150
23 | 667 (1333 20 [ 70| 120| 130| 139 130 130 190 130 1BO 130 130 {30 [30 |130 |130 | 130 | 130| 80| 30
E[ 4 667 |13.33] 20 | 70 | 120] 130| 130] 130 13p 190 130 1B0 130 130 [30 [130 [130 [130 | 130 | 130] 130] 90| 90|
z[5 8.33 [16.67 25 | 25 | 25 | 65| 125 169 162 162 162 102 §5 25 D5 P5 |85 [145 |85 |25
o6 6.67 |13.33 20 [ 80| 80| 68| 20| . [ . | . | . [60] 70| 20
ez 8.33 |16.67 25 | 63| 63| 25

Highlighted cells indicate that the unit is either startimg or shutting down

Table V: Comparison of Total Optimal Scheduling Costs be 10% of the hourly demand (which is similar to the 5% of

[ Approach | Demand | Scheduling Cost {$) the hourly demand assumed for the half-hour tertiary reserv
g D1 562738.61 in the proposed formulation).

PropRmpSct—755 562573.80 prop )

ConvIEnSch| D1 and D2 567392.22 Two different problem sizes were simulated: 10-unit

(presented in Tablé) and 100-unit power systems, the latter
being the 10-unit power system replicated ten times. This
eplication introduces symmetry in the MIP problem which
kes it harder to solve than usu&5]. The load demand
as accordingly multiplied by 10 for the latter power system

energy profile, as also previously reported 12][ [14], [21].
ConsequentlyConvlIEnSctwould requiread-hocoperations in
real time in order to deal with these problems and keep t
balance between supply and demand. HoweRespRmpSch

overcomes these problems by an adequate resource sclyed Dee
) TableVI shows the model size and computational perform-
C. Computational Performance ance of [L1] and the proposed formulation, which is labelled

In order to assess the computational burden of the proposed“Prop”. The proposed model presents around 8% and 5%
formulation, its computational performance was comparedore constraints and non-zeros in the constraint matrir tha
with the UC model proposed ii]]. The work in [L1] presents [11]. This is an insignificant increase taking into account the
a basic formulation that only considers one-single upwafdct that the proposed formulation includes SU and SD power
reserve and ignores the SU and SD power trajectories. Tingectories and five types of reserves more tHalj [However,
model in [L1] is implemented using the case study detailed ialthough the proposed formulation needs around 1.6 and 5.7
Sectionlll-A and the hourly spinning reserve is assumed tanes as many real and binary variables 4% [respectively,
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107 - instantaneous power profile allows the model to efficiently
: schedule reserve and ramping resources. In comparison with
. o ey R conventional UC models, the proposed formulation guaemnte
o . L, ""@"”"-"---——-.. that, first, energy schedules can be delivered and, second,
2 that operating reserves (secondary, tertiary online ariitg
gloa, . Noges offline) can be deployed within their given time requirensent
E @-"‘\ [N while respecting the ramping and capacity limits of genegat
5 By units. In addition, the model takes into account the nornall
107 T neglected power trajectories that occur during the staatugp
—+— Proposed 10-unit shutdown processes, thus optimally scheduling them toigeov
ZIZE,?;,Z‘;;“&;‘O_WH energy (and ramp), which help to satisfy the power demand.
w0t o o o o The formulation was tested on a 10-unit and 100-unit system,
CPUTime [s] where the computational burden was lowered in comparison

Fig. 7: Comparison of convergence evolution to optimal sohs. Values with common UC formulations.
inside squares indicate the number of explored nodes bydivers

this does not necessarily mean an increase in computational
burden. In fact, increasing the number of binary variabley m
lower the complexity of an MIP formulation3p] as in the  The authors would like to express their gratitude to all
case of the tight and compact formulations presented @ [ partner institutions within the Erasmus Mundus Joint Doati®
and 28], which are the core of the formulation proposed iProgramme in Sustainable Energy Technologies and Stestegi
this paper. (SETS) as well as to the European Commission for their
As stated in Sectiodl-E, the computational burden of ansupport.
MIP formulation mainly depends on the strength of its linear
program (LP) relaxation, where the LP relaxation of an MIP
problem is obtained by relaxing its integrality requirersen
In other words, the nearer the LP relaxed solution is to it} g r. Hobbs, M. H. Rothkopf, R. P. O'Neill, and H.-p. Chagds., The
MIP integer solution, the faster the search for optimality. Next Generation of Electric Power Unit Commitment Moddist ed.
The strength (or tightness) of a MIP formulation can be[z] gprgggirélfoglﬁelman B. F. Hobbs, and R. P. O'Neill “Dgs of
measured with the integrality gapd], [35] which is defined as efficient ge’ner.ation ma?ket.sPéoceedin’gs of the IEEEvoI. 53, no. 11,
(Zvie—Zie)/ zyp, WhereZyp and Zy,p are the optimal values pp. 1998—2012, Nov. 2005.
of the MIP and the relaxed LP respectively. The integraldp g [3] M. Shahidehpour, H. Yamin, and Z. LMarket Operations in Electric
of the two formulations which are not modelling exactly the 5\2;';'55Eé?eg;zggoﬁgﬁsggg’z.SChed““ng’ and Risk Managedt ed.
same problem should not be directly compared; howeveretheg] T. wu, M. Rothleder, Z. Alaywan, and A. Papalexopoulo®riting

gaps provide an indication of the strength of each formaifati energy and ancillary services in integrated market systeyren optimal

; : power flow,” IEEE Transactions on Power Systerwsl. 19, no. 1, pp.
Note that in TableVl, the proposed formulation presents a 3.4 ~ 347, Feb. 2004.

smaller integrality gap (around 5 times lower) in compatiso [5] F. Galiana, F. Bouffard, J. Arroyo, and J. Restrepo, ‘@hiling and

with [11], which indicates that the proposed formulation is  pricing of coupled energy and primary, secondary, andatgriieserves,”
significantly tighter Proceedings of the IEEEvol. 93, no. 11, pp. 1970-1983, 2005.
. . ’ . [6] NERC, “22:00” frequency excursion (final report),” NER Report
Finally, Fig. 7 shows the convergence evolution, for both " 20020828, Aug. 2002. [Online]. Availablesww.nerc.com/docs/oc/rs/
formulations, for the two different system sizes. The ps®zb FETF-Report_20020828.doc

formulation k lonaer fin n initial f ibl luti n[7] ENTSO-e, “Frequency quality investigation, excerpt _die final_
ormulation took longer to da tial feasible solutio report” UCTE AD-HOC, Report, Aug. 2008. [Online]. Avail-

mainly due to the greater _number Of_ binary varia_lbles (In" able:  www.entsoe.euffileadmin/user_upload/_library/putiares/ce/
general, a large number of integer variables complicates th otherreports/090330_UCTE_FrequencylInvestigationRepdstract. pdf

process of finding initial feasible solutions). For the Ifitu [8] ENTSO-e e:j”d E“re'eclmcf' “Determi.”ils“C flreque”CVE"?\l‘*T“’S”g oo
. S . . causes and proposals for potential solutions,” -epoRe
case, the Impact Is Slgmf'cam due to the short SOIVmg times  pec. 2011. [Online]. Available:https://www.entsoe.eu/fileadmin/user_

(less than 10s). However, for the 100-unit case, even though upload/_library/publications/entsoe/120222_Deteistiti Frequency_

the proposed formulation took longer to find an initial fédesi Deviations_joint_ENTSOE_Eurelectric_Report__Firgatlf.
[9] MISO, “Ramp capability for load following in the MISO mkets,”

solution, the optimality gap achieved by this S9IUtion tWit Midwest Independent Transmission System Operator, USéh.TRep.,
zero nodes explored) is better than all the solutions found b Jul. 2011. [Online]. Available: https://www.midwestiso.org/_layouts/

[11] within the time limit. This evolution of convergence, as__ MISO/ECM/Redirect.aspx?ID=112806

. L . . . [10] CAISO, “Flexible ramping products: Second revised fdrdinal
well as the quality of the initial solutions, is mainly duettte proposal, California Independent System Operator, USAechT
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